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PLAN

1. ML/AI revolution (ML for Science) 

2. Scientific ML (Science for ML) 

3. Ethics, bias, responsibility (certifiability)  

4. LLMs for science - “quo vadimus”?



”

“

— Rick Stevens, ISC 2024

AI IS ONE OF THE MOST TRANSFORMATIVE AND VALUABLE 
SCIENTIFIC TOOLS EVER DEVELOPED.  

BY HARNESSING VAST AMOUNTS OF DATA AND 
COMPUTATIONAL POWER, AI SYSTEMS CAN UNCOVER 

PATTERNS, GENERATE INSIGHTS, AND MAKE PREDICTIONS 
THAT WERE PREVIOUSLY UNATTAINABLE*.

*However, these tools are absolutely useless if we cannot trust the information we receive from them.



ML/AI FOR SCIENCE



3 MAJOR REASONS/CAUSES/FACTORS
AI REVOLUTION OF 2020’S
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3 MAJOR REASONS/CAUSES/FACTORS
AI REVOLUTION OF 2020’S

1. Big Data 
 
 

2. Open source (ML) software librairies 
 
 

3. Access to (cheap) computer hardware 
and storage
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DATA IS EVERYWHERE…
FACTOR 1: BIG DATA
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EXAMPLE: HEALTH DATA IS EVERYWHERE…
FACTOR 1: BIG DATA

1. Healthcare Data 

2. Diagnostics Data 

3. Omics Data 

4. IoT and Wearables Data 

5. Consumer Data
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SOFTWARE IS THE KEY
FACTOR 2: OPEN SOURCE

1. Driven by GAFAM… 

1. TensorFlow, Keras 

2. PyTorch 

2. Open is the default  

1. Scikit-Learn 

2. R 

3. JaX/Autograd
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SPEED AND STORAGE
FACTOR 3: HARDWARE

1. CPUs 

2. GPUs 

3. Storage 

4. Cloud: AWS, Azure, Google CoLab, …
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INTRINSIC PART OF THE AI UNIVERSE
MACHINE LEARNING

• Supervised 

• Unsupervised 

• Reinforcement 

• Self-supervised = LLM
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• Disease diagnosis: Machine learning algorithms can 
analyze medical images, electronic health records, and 
genomic data to assist healthcare professionals in 
diagnosing diseases such as cancer, Alzheimer's, and 
rare genetic disorders. 

• Treatment personalization: Big data analytics can help 
healthcare providers tailor treatments to individual 
patients based on their unique genetic makeup, lifestyle 
factors, and medical history. 

• Drug discovery: Machine learning can accelerate the 
drug discovery process by predicting the effectiveness 
and safety of new compounds, identifying potential 
drug targets, and optimizing clinical trial designs. 

• Population health management: Big data analytics can 
help healthcare organizations identify populations at risk 
of chronic diseases, monitor disease outbreaks, and 
evaluate the effectiveness of public health interventions.

APPLICATIONS AND USE CASES IN HEALTHCARE
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• Mental health assessment: Machine learning algorithms can 
analyze speech patterns, facial expressions, and social 
media data to detect early signs of mental health disorders 
such as depression and anxiety. 

• Wearable technology: Sensor data from wearable devices 
such as fitness trackers and smartwatches can be used to 
monitor patients' vital signs, activity levels, and sleep 
patterns, enabling real-time monitoring and personalized 
care. 

• Medical imaging: Machine learning algorithms can automate 
the analysis of medical images such as MRIs and CT scans, 
improving accuracy and reducing the need for manual 
interpretation by radiologists. 

• Clinical decision support: Big data analytics can provide 
healthcare providers with real-time insights into patient 
health status, treatment options, and potential risks, 
enabling evidence-based decision making and improving 
patient outcomes.



SCIENCE FOR ML/AI



TWO WORLDS UNITED
WHAT IS SCIENTIFIC ML?

Scientific Machine Learning (SciML) is a 
field of research that combines 
traditional scientific modeling with 
machine learning techniques. It aims to 
develop new methods and tools for 
solving scientific problems that are 
more accurate, efficient, and 
generalizable than traditional methods. 
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BLENDING
WHAT IS SCIENTIFIC ML?
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[C. Rackaukas]



BLENDING
HOW IS SCIENTIFIC ML DONE?

3 possible paths: 

1. Physics-guided NNs 

2. Physics-informed NNs 

3. Physics-encoded NNs
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APPROXIMATION THEORY
THE MATH BEHIND SCI-ML

• Multi-layer perceptrons - 1950’s - the 
basis. 

• Universal Approximation Property - 
1990’s - the theory. 

• Differentiable programming - 2020’s - 
makes it all possible! (see next slide)

<latexit sha1_base64="rxbkHHQCg+0IDHbdMEXS8rNaJ48=">AAAFEnicdVRNb9MwGM7WAiN8Do5cXrEitaKqGg5AD5UmdgAkQAM2QMxdcZw3rZnjhNhhrYyvXOHAr+GGuPIH+CnccJJVdJuwFMnv834+z2slzARXut//vbLaaJ45e27tvH/h4qXLV66uX3ul0iJnuMtSkeZvQqpQcIm7mmuBb7IcaRIKfB0ebJX+1x8xVzyVO3qe4SihE8ljzqh20Hh99Q8JccKl0dPE+ntb8xDlQQrB4P5g9DiGFlF8ktAWcAVUzoGlUnNZpIWC0pHyiAqIC8nKal1fT1FCzCXXCKpIFPhkz3/YnnWGxJlj834Y2H3zzBIqsil1tq3rE4Gxbh9WAItSDbPbEFZWzidT3fHJyAeaIxCNM12xNjlG1kQoFVrgElpb7cdjE9lOr+UTlFFNyD/GbpvLAzd5MBgMRk9QO3YJ1dMwNokdG24JlzUQmrduzMh2W9Diw6BLhJtJdVW35VMZgSpTk6GLnVVp5fCf/pXaL7Fq7k+9FrwssixVCHpK9UJO1wi29l1oe9Hvhe244tIxz1Ixl2nCqejBTimn0xRURhlCGp/ir7icCIQpj5wSIOgcc+tLLHK3Folu5moDVRdGhXnqOlYTdIYVlifGlZY1BWKgdrYXXA7rbSzMmb0ddkjZXS5F/BPtRS0a6YbHwFoLYqFbrtE9pGpp9c72zbJugV1IvYwqu6xT2aJDXBB+IIxmbgHVm1L2RC1+Ouv4y/DHVzf6vX514PQlOLpseEdne7y+4rnGrEhQaiaoUntBP9MjQ3PNmUDrk0Kh29QBneCeu0qaoBqZal0WbjkkgjjN3Sc1VOhyhqGJUvMkdJHl2OqkrwT/56sYEYmH7rGkOSYVRbNTGyfm0vH9keEyKzRKVo8VFwJ0CuX/ASKeI9Ni7i6U5dwxAzalOWXa/UVKzYKTCp2+vLrTC+727j6/s7H54Ei9Ne+Gd9Nre4F3z9v0Hnnb3q7HGu8anxtfGl+b35rfmz+aP+vQ1ZWjnOvesdP89RcA6Lni</latexit>

Theorem 1 (Cybenko 1989). If � is any continuous sigmoidal function, then
finite sums

G(x) =
NX

j=1

↵j� (wj · x+ bj)

are dense in C(Id).

Theorem 2 (Pinkus 1999). Let mi 2 Zd, i = 1, . . . , s, and set m = maxi
��mi

�� .
Suppose that � 2 Cm(R), not polynomial. Then the space of single hidden layer
neural nets,

M(�) = span
�
�(w · x+ b) : w 2 Rd, b 2 R

 
,

is dense in Cm1,...,ms

(Rd)
.
= \s

i=1C
mi

(Rd).
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“AUTOGRAD”
THE CODE BEHIND SCI-ML

• Differentiable programming - 2020’s 
- makes it all possible! 

• Based on: 

• Computational graphs 

• Chain-rule for differentiation

19



ETHICAL 
CONSIDERATIONS



DEFINITIONS
ETHICS, BIAS, RESPONSIBILITY, TRUST

• ETHICS = what is morally good or 
bad, right or wrong? (norms) 

• BIAS = prejudice against a person, 
object, position. 

• TRUST = willingness to assume risk 
by relying on, or believing in, the 
actions of another party 

• TRUSTWORTHY AI should be lawful, 
ethical, unbiased.
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DEFINITIONS
EXPLAINABILTY & INTERPRETABILITY

• INTERPRETABLE AI = can be 
understood by humans without 
additional explanation = permits a 
decision of trust = not a black box 

• EXPLAINABLE AI = can be explained 
post hoc, after training, in a way that 
makes it understandable = 
transparency in black boxes = feature 
importance, effects, interactions
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TRAINING, MODELS, SOCIETY
HOW CAN AI GO WRONG?

• Training data issues: 

• Non-representative, lack of geodiversity. 

• Faulty, biased training labels. 

• Adversarial effects. 

• AI model issues: 

• Learn faulty strategies. 

• Fake something plausible. 

• Non-trustworthy, lack of robustness.

• Societal issues: 

• Lack of consent on data collection. 

• Disenfranchise scientists. 

• CO2 emissions. 

• Globally applicable AI approaches may 
stymie burgeoning efforts in developing 
countries.  
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LLM’S - THE FUTURE OF 
SCIENCE?



DEFINITION AND FUNCTIONS
LARGE LANGUAGE MODELS

• Deep learning models, trained on 
massive data sets, that perform NLP 
tasks (translate, predict, generate). 

• A glorified chatbot/parrot??? 

• YES, but  

• Can be trained to “speak” 
physics, biology, epidemiology, 
etc., etc. 

• Tools such as fine-tuning, RAG 
(prompt engineering).
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APPLICATIONS
LARGE LANGUAGE MODELS

• Current: 

• NLP - text generation, chatbots  

• Education - tutoring, languages 

• Healthcare - medical record analysis, 
symptom checker 

• Business - customer support, content 
creation, market analysis 

• Software - code generation, 
documentation 

• Future 

• R&D - NWP, drug discovery, research 
assistant 

• Human-Machine interaction 

• Autonomous Systems - assistive 
technologies, robotics
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IMPACT
LARGE LANGUAGE MODELS

• Economic 

• Job transformation 

• Productivity gains 

• Social and Ethical 

• Bias and fairness 

• Privacy concerns

• Educational 

• Personalize learning 

• Critical thinking 

• Healthcare 

• Improved diagnostics 

• Patient-health system interactions 
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LLM APPLICATIONS
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USING LLM’S
NWP & CLIMATOLOGY

• NVIDIA, Huawei, Microsoft, Google 

• Trained on (lots of) historical 
reanalysis data 

• Claims:  

• 10 000X speedup! 

• Accuracy for nowcasts 

• Is health data next?
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JUST THE BEGINNING?
LLM FOR HEALTHCARE

• Google announces Med-Gemini https://
arxiv.org/pdf/2404.18416v2 (29 April 2024) 

• Family of multimodal models built upon 
Gemini specifically designed for the 
healthcare industry. 

• “Groundbreaking Family of AI Models 
Revolutionizing Medical Diagnosis and 
Clinical Reasoning” 

• Models excel in multimodal tasks, with 
substantial improvements in analyzing 
medical images and videos and 
accurately retrieving information from 
long health records
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TOMORROW?
LARGE LANGUAGE MODELS

• Small number of very large, 
intelligent LLMs 

• Many smaller, specialized LLMs 

• Healthcare, legal, finance, etc. 

• Personal LLMs (your “story”) 

• Uses in education 

• How to educate?  

• What to teach?

[J. Clusmann, et al. Nature Comm. Medecine, 2023]31



THANK YOU!



DETAILS
CONTACT 

• mark.asch@u-picardie.fr   

• https://www.linkedin.com/in/mark-
asch-8a257130/  

• https://github.com/markasch 

• https://markasch.github.io/DT-tbx-v1/  
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